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Abstract

Let X1,X2, . . . and Y1, Y2, . . . be two independent sequences of iid Bernoulli random
variables with parameter 1/2. Let LCIn be the length of the longest increasing
sequence which is a subsequence of both finite sequences X1, . . . ,Xn and Y1, . . . , Yn.
We prove that, as n goes to infinity, n−1/2(LCIn − n/2) converges in law. We
give an explicit representation of the limit law in terms of the maximum of two
Brownian motions. As a warm up, we treat the one sequence case and find (when
properly centered and normalized) the limiting law of LIn, the length of the longest
increasing subsequence of the finite sequence X1, . . . ,Xn.

1 Introduction: The One Sequence Case

Longest increasing subsequence problems have enjoyed a lot of popularity in recent years
stemming mainly from the work of Baik, Deift and Johansson ([1]) who obtained the
limiting law for the case of random permutations while Borodin ([3]) obtained it for
colored random permutations. Further limiting distributions were obtained for finite
alphabets random words by Its, Tracy and Widom ([8], [4], [5]) as well as Johansson ([6]).
Related results were also obtained by Baryshnikov ([2]).

We obtain below the limiting distribution for the hybrid problem of the longest common
and increasing subsequence of two random binary sequences. We start by presenting the
one sequence case, where the results are known and obtained in the works just cited. It
is nevertheless our belief that our approach is worthwhile because of its simplicity and
because it will naturally lead and extend to two sequences, a case which at the present
has not been obtained by other methods.
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1.1 Combinatorics

Let X := (X1, X2, . . .) ∈ {0, 1}N be an infinite binary sequence. Let LIn be the length of
the longest increasing subsequence of X1, X2, . . . , Xn, i.e. LIn is the maximal k ≤ n such
that there exists an increasing sequence of natural numbers 1 ≤ i1 < i2 < . . . < ik ≤ n
such that Xi1 ≤ Xi2 ≤ . . . ≤ Xik . Let bk be the number of ones in the finite sequence
X1, X2, . . . , Xk, in other words,

b0 := 0, bk :=

k
∑

i=1

Xi.

Let ak be the number of zeros in the sequence X1, X2, . . . , Xk. Thus, ak = k − bk.
For every 0 ≤ k ≤ n, an increasing subsequence of X1, X2, . . . , Xn can be constructed by
taking all the zeros up to (including) Xk, and then by taking all the ones between (and
excluding) Xk and Xn. The number of zeros up to time k is equal to ak. The number of
ones from Xk to Xn is equal to bn − bk. The maximum over k = 0, . . . , n of the length of
all subsequence obtained in this way is LIn. In other words,

LIn = max
k=0,...,n

(ak + (bn − bk))

= bn + max
k=0,...,n

(k − 2bk) .

Now let

Zi :=

{

1 if Xi = 0,

−1 if Xi = 1,

i.e., let Zi = 1 − 2Xi. It is then clear that ak − bk = k − 2bk =
∑k

i=1 Zi, and so setting

S0 = 0, Sk =
∑k

i=1 Zi, k ≥ 1, gives

LIn =
n

2
− Sn

2
+ max

k=0,...,n
Sk. (1.1)

1.2 Limiting Distribution

If the Xis are iid Bernoulli random variables with parameter 1/2, then Z1, Z2, . . . are also
iid random variables with P(Zi = 1) = P(Zi = −1) = 1/2. Hence, very classically and
invoking the reflection principle, we get

ELIn =
n

2
+ E|Sn| −

1

2
(1 − P(Sn = 0)) ,

and thus limn→∞ ELIn/n = 1/2. In fact, since as well known, limn→+∞ E|Sn|/
√

n =
√

2/π, we have:

ELIn =
n

2
+

√

2n

π
+ o(

√
n). (1.2)
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Still invoking the reflection principle, for any ε > 0:

+∞
∑

n=1

P

(

max
k=0,...,n

Sk ≥ nε

)

≤
+∞
∑

n=1

ES4
n

n4ε4
=

+∞
∑

n=1

3n2 − 2n

n4ε4
< +∞.

Combining this last fact with Borel’s strong law imply that, with probability one, limn→∞
LIn/n = 1/2.

Again, the reflection principle implies that

E( max
k=0,...,n

Sk)
2 = ES2

n − E|Sn| +
1

2
(1 − P(Sn = 0))

and so as n → ∞, and with the help of (1.2) we obtain that

E (LIn − ELIn)2 =
3n

4
− 2n

π
+ o(n). (1.3)

Next, and still very classically, it is well known that by rescaling the simple symmetric
random walk S := (Sk)k≥0 one approximately obtains a standard Brownian motion B,
i.e., B = (B(t))t∈[0,1] is a continuous version of Brownian motion with B(0) = 0, and
VarB(t) = t. For, k = 0, . . . , n, and t = k/n let

B̂n(t) :=
Sk√
n

,

while for t ∈ (k/n, (k + 1)/n), k = 1, . . . , n − 1, B̂n(t) is defined by linear interpolation.
Thus, B̂n approximates B by using Z1, . . . , Zn. The equality (1.1) now yields

LIn =
n

2
−

√
nB̂n(1)

2
+ max

k=0,...,n

√
nB̂n

(

k

n

)

=
n

2
+
√

n

(

−B̂n(1)

2
+ max

t∈[0,1]
B̂n(t)

)

, (1.4)

since B̂n(t) is linear between the points k/n and since then the above maximum can as well
be taken over all t ∈ [0, 1]. Now, since the process B̂n converges to a standard Brownian

motion, for large n, LIn is “approximately equal to” n
2
+
√

n
(

−B(1)
2

+ maxt∈[0,1] B(t)
)

. A

more precise formulation of this fact is given by:

Proposition 1.1 Let X1, X2, . . . , Xn, . . ., be iid Bernoulli random variables with param-

eter 1/2, then
LIn − n/2√

n
=⇒ −B(1)

2
+ max

t∈[0,1]
B(t), (1.5)

where ”=⇒” stands for convergence in law.
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Proof. By (1.4),

LIn − n/2√
n

= −B̂n(1)

2
+ max

t∈[0,1]
B̂n(t). (1.6)

By Donsker’s theorem, B̂n ⇒ B in the space C[0, 1] endowed with the supremum norm.
Since

g : C[0, 1] → R, g(x) = sup
t∈[0,1]

x(t) − x(1)

2
,

is a continuous function, by the continuous mapping theorem,

LIn − n/2√
n

= g(B̂n) ⇒ g(B) = −B(1)

2
+ max

t∈[0,1]
B(t).

1.3 Density of the Limiting Distribution

Although, we could obtain this density via a well known theorem of Pitman (see [7]),
below, we derive it ”by hand” both for the sake of simplicity and completeness and also
since it was done in this way before we became aware of Pitman’s result.

Proposition 1.2 Let B be a standard Brownian motion, and let

W := max
t∈[0,1]

B(t) − B(1)

2
.

Then W is a positive random variable with density

fW (w) =
16w2

√
2π

e−2w2

, w > 0.

Proof. Clearly, W ≥ max(−B(1)/2, B(1)/2) ≥ 0. Let Z := maxt∈[0,1] B(t) and let

F (z, b) := P (Z ≥ z, B(1) ≤ b) .

Let Φ̄ denote the survival function of the standard normal random variable:

Φ̄(s) :=

∫ ∞

s

1√
2π

e−x2/2dx.

Let z > 0 and b < z. By the reflection principle,

P (Z ≥ z, B(1) ≤ b) = P (Z ≥ z, B(1) ≥ z + (z − b)) = P (B(1) ≥ z + (z − b)) .

Since B(1) is standard normal, the right hand side of the last equation is equal to Φ̄(2z−b),
and so

F (z, b) = Φ̄(2z − b).
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The joint density of Z and B(1), denoted by f , can now be computed

f = − ∂2F

∂z∂b
.

Since

−∂F

∂z
= −2Φ̄′(2z − b) =

2√
2π

e−(2z−b)2/2

and
∂e−(2z−b)2/2

∂b
= (2z − b)e−(2z−b)2/2,

we have

f(z, b) =
4z − 2b√

2π
e−(2z−b)2/2I{z≥0}I{b≤z}.

Let W := Z − B(1)/2. The density of W can now be computed via the transformation
(z, b) 7→ (z, z − b/2). The density of (Z, Z − B(1)/2), denoted by g(z, w), is

g(z, w) =
8w√
2π

e−2w2

I{2w≥z≥0}.

Integrating over z gives the density of W :

fW (w) =

∫

g(z, w)dz =

∫ 2w

0

8w√
2π

e−2w2

dz =
16w2

√
2π

e−2w2

.

The results of this section show that

LIn − ELIn√
VarLIn

=⇒ L,

where L has density given by

√

3π − 8

2

8

π

(

x

√

3π − 8

4π
+

√

2

π

)2

e
−2

“

x
√

3π−8

4π
+
√

2

π

”

2

, x > −
√

8

3π − 8
.

2 The Two Sequence Case

2.1 Combinatorics

Let X1, X2, . . . and Y1, Y2, . . . be two binary sequences, and let

Xn := (X1, . . . , Xn), Y n := (Y1, . . . , Yn).
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Denote by LCIn the length of the longest common increasing subsequence which is con-
tained in both Xn and Y n. In other words, LCIn is the maximum over ks that satisfy the
following condition: There exist 1 ≤ i1 < i2 < . . . < ik ≤ n and 1 ≤ j1 < j2 < . . . < jk ≤ n
such that

Xi1 ≤ Xi2 ≤ . . . ≤ Xik , Yj1 ≤ Yj2 ≤ . . . ≤ Yjk

and Xis = Yjs
for all s = 1, . . . , k.

Let N1 (resp. N2) be the number of zeros in Xn (resp. in Y n).
Let T 1

k denote the location of the kth zero in the sequence (X1, X2, . . .), i.e. T 1
k is defined

recursively by the equations

T 1
0 = 0, T 1

1 = min{t : Xt = 0}, T 1
k+1 = min{t > T 1

k : Xt = 0}.

In a similar way define T 2
k to be the location of the kth zero in the sequence (Y1, Y2, . . .).

Let
g1 : {0, . . . , N1} → N (resp.g2 : {0, . . . , N2} → N)

be the maximum number of ones contained in any increasing subsequence of Xn(resp. of
Y n) which contains exactly k zeros. Hence,

g1(k) =

n
∑

i>T 1

k

Xi, k = 0, . . . , N1, g2(k) =

n
∑

i>T 2

k

Yi, k = 0, . . . , N2,

and, in particular, gi(0) = n − Ni. Let D1 ∈ N × N (resp. D2 ∈ N × N) denote the
surface under the curve g1 (resp. g2). Thus, (x, y) ∈ Di if and only if x = 0, . . . , Ni and
y ≤ gi(x), i = 1, 2.
Note that for i = 1, 2, we have that Di, Ni, g

i depend on n. However, in order not to
overburden the notation, n is ommited.
Let us next show how LCIn can be written as the solution of an optimization problem
involving g1 and g2.

Lemma 2.1

LCIn = max
(x,y)=D1∩D2

x + y (2.1)

LCIn = max
k=0,...,N1∧N2

[

min
i=1,2

(gi(k) + k)

]

. (2.2)

Proof. Let us start by proving (2.1). Assume that we have found an increasing sub-
sequence with exactly x zeros and y ones. Then the total length of this subsequence
is x + y. This increasing sequence is a subsequence of both Xn and Y n if and only if
(x, y) ∈ D1 ∩ D2. Indeed, there are no more than N1 zeros in Xn. Thus if the increasing
sequence with x zeros and y ones is a subsequence of Xn, then x ≤ N1. Furthermore, the
maximum number of ones in an increasing subsequence of Xn with x zeros in it, is the
total number of ones between the x-th zero and n. This, by definition, is equal to g1(x).
Thus, if the increasing sequence with x zeros and y ones is a subsequence of Xn, then
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y ≤ g1(x) and so (x, y) ∈ D1. Similarly, if the increasing sequence with x zeros and y
ones is a subsequence of Y n, then (x, y) ∈ D2. This implies that if an increasing sequence
with x zeros and y ones is a subsequence of Xn and Y n, then (x, y) ∈ D1 ∩ D2.
On the other hand, if (x, y) ∈ D1 ∩D2, then it is possible to find a common subsequence
of Xn and Y n with x zeroes and y ones. Hence (2.1) follows.

Let us now prove (2.2). To do so, let ∂(D1 ∩D2) denote the boundary of the set D1 ∩D2,
i.e.

∂(D1 ∩ D2) :=

{

(x, min
i=1,2

gi(x)) ∈ N × N : x = 0, . . . , N1 ∧ N2]

}

.

The maximum of the function (x, y) 7→ x + y on the set D1 ∩D2 can only be attained on
the boundary of D1 ∩ D2. Hence

LCIn = max
(x,y)∈∂(D1∩D2)

x + y = max
x=0,...,N1∧N2

(

x + min
i=1,2

gi(x)

)

.

Let 1 ≤ k ≤ Ni. Between k − 1 and k, the function gi decreases by the number of
ones located between T i

k−1 and T i
k. This number is equal to

Z i
k := T i

k − T i
k−1 − 1, k = 1, . . . , Ni.

Thus, for i = 1, 2, it follows that

gi(k) − gi(k − 1) = −Z i
k, k = 1, . . . , Ni. (2.3)

Moreover, recall that gi(0) = n − Ni, and thus for any k ≥ 1,

gi(k) = n − Ni −
k
∑

j=1

Z i
j, (2.4)

i = 1, 2.

2.2 Limiting Distribution

Assume now that the sequences X1, X2, . . . and Y1, Y2, . . . are independent of each other.
Let also the Xks as well as the Yks be iid Bernoulli variables with parameter 1/2. In this
case, T i

1, T
i
2, . . . , T

i
k, . . . are Pascal (negative binomial) random variables with respective

parameters 1, 2, . . . , k, . . . and 1/2 and, as such each T i
k is the sum of k iid geometric

random variables with parameter 1/2. Now, for i = 1, 2

Z i
1 + 1, Z i

2 + 1, Z i
3 + 1 . . .

is the corresponding sequence of iid geometric random variables with parameter 1/2.
Hence Z i

1, Z
i
2, Z

i
3 . . . , is a sequence of iid random variables with E(Z i

1) = 1 and VarZ i
1 = 2.
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Moreover the sequences Z1
1 , Z

1
2 , Z

1
3 . . . and Z2

1 , Z
2
2 , Z

2
3 . . . are also independent.

We use the sequence Z i
1, Z

i
2, Z

i
3 . . . to approximate a standard Brownian motion. Let

k = 0, . . . , n and t = k/n, and define

B̂i
n(t) := −

∑tn
j=1(Z

i
j − 1)

√
2n

.

For t ∈ (k/n, (k + 1)/n), k = 0, 1, . . . , n − 1, again define B̂i
n(t) by linear interpolation.

By (2.3) and (2.4), it thus follows that

gi(k) + k = gi(0) −
k
∑

j=1

(Z i
j − 1) = n − Ni +

√
2nB̂i

n

(

k

n

)

.

Hence, by (2.2)

LCIn = max
0≤k≤N1∧N2

[(

n − N1 +
√

2nB̂1
n

(

k

n

))

∧
(

n − N2 +
√

2nB̂2
n

(

k

n

))]

. (2.5)

Note that

T i
k =

k
∑

j=1

(Z i
j + 1) =

k
∑

j=1

(Z i
j − 1) + 2k = −

√
2nB̂i

n

(

k

n

)

+ 2k. (2.6)

Moreover, Ni is a binomial random variable with parameters n and 1/2, and thus for n
large it is highly concentrated around its mean n/2. These notations and facts will give
us:

Theorem 2.1 Let X1, X2, . . . , Xn, . . . and Y1, Y2, . . . , Yn, . . . be two independent sequences

of iid Bernoulli random variables with parameter 1/2. Then

LCIn − n/2√
n

=⇒ max
t∈[0,1]

[

min
i=1,2

(

Bi(t) − 1

2
Bi(1)

)]

, (2.7)

where B1 = (B1(t))t∈[0,1] and B2 = (B2(t))t∈[0,1] are two independent standard Brownian

motions.

Proof. The selfsimilarity property of Brownian motion B = B(t)t∈[0,1], implies that

max
t∈[0,1]

(

B(t) − 1

2
B(1)

)

= max
t∈[0, 1

2
]

√
2

(

B(t) − 1

2
B

(

1

2

))

.

So, to prove (2.7), it suffices to show that

LCIn − n/2√
2n

⇒ max
t∈[0, 1

2
]

[

min
i=1,2

(

Bi(t) − 1

2
Bi

(

1

2

))]

. (2.8)
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Let a, b, c, d be reals. Then

|(a ∧ b) − (a + c) ∧ (b + d)| ≤ |c| ∨ |d|.

Hence, for ak, bk reals,

| max
k=1,...,n

(ak ∧ bk) − max
k=1,...,n

((ak + c) ∧ (bk + d)) | ≤ max
k=1,...,n

|(ak ∧ bk) − ((ak + c)∧ (bk + d))|

≤ |c| ∨ |d|. (2.9)

By (2.5),

Dn :=
LCIn − n/2√

2n
= max

0≤k≤N1∧N2

[(

n/2 − N1√
2n

+ B̂1
n

(

k

n

))

∧
(

n/2 − N2√
2n

+ B̂2
n

(

k

n

))]

.

Let

γi
n :=

n/2 − Ni√
2n

+
1

2
B̂i

n

(

Ni

n

)

, i = 1, 2.

So

Dn = max
0≤k≤N1∧N2

[(

γ1
n − 1

2
B̂1

n

(

N1

n

)

+ B̂1
n

(

k

n

))

∧
(

γ2
n − 1

2
B̂2

n

(

N2

n

)

+ B̂2
n

(

k

n

))]

.

Let

Un := max
0≤k≤N1∧N2

[(

−1

2
B̂1

n

(

N1

n

)

+ B̂1
n

(

k

n

))

∧
(

−1

2
B̂2

n

(

N2

n

)

+ B̂2
n

(

k

n

))]

.

By (2.9),
|Dn − Un| ≤ |γ1

n| ∨ |γ2
n|. (2.10)

Let

Vn := max
0≤k≤N1∧N2

[(

−1

2
B̂1

n

(

1

2

)

+ B̂1
n

(

k

n

))

∧
(

−1

2
B̂2

n

(

1

2

)

+ B̂2
n

(

k

n

))]

.

By (2.9),

|Un − Vn| ≤
1

2

∣

∣

∣

∣

B̂1
n

(

1

2

)

− B̂1
n

(

N1

n

)∣

∣

∣

∣

∨ 1

2

∣

∣

∣

∣

B̂2
n

(

1

2

)

− B̂2
n

(

N2

n

)∣

∣

∣

∣

. (2.11)

Let

Xn := max
0≤t≤1/2

[(

−1

2
B̂1

n

(

1

2

)

+ B̂1
n(t)

)

∧
(

−1

2
B̂2

n

(

1

2

)

+ B̂2
n(t)

)]

.

Hence,

Vn − Xn ≤ max
t∈[ 1

2
,
N1

n
]

(

B̂1
n(t) − B̂1

n

(

1

2

))

∨ max
t∈[ 1

2
,
N2

n
]

(

B̂2
n(t) − B̂2

n

(

1

2

))

. (2.12)
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In the following, let i = 1, 2 be fixed, and let us skip it from the notation.
By the very definition of B̂n,

max
t∈[ 1

2
, N

n
]

(

B̂n(t) − B̂n

(

1

2

))

= max
k=pn/2q,...,N

(

B̂n

(

k

n

)

− B̂n

(

1

2

))

∨ 0.

Let m = ⌈n/2⌉, where ⌈·⌉ is the usual ceiling (or greatest interger) function, then

B̂n

(

k

n

)

− B̂n

(

1

2

)

=
1√
2n

k
∑

j=m

ξj,

where

ξm =
√

2n

(

B̂n

(m

n

)

− B̂n

(

1

2

))

, ξm+1 = Zm+1 − 1, ξm+2 = Zm+2 − 1, . . . , ξk = Zk − 1.

Clearly,

ξm =

{

0, if n is even,
1
2
(Z i

m − 1) otherwise.

Let

Cn :=

{∣

∣

∣

∣

N

n
− 1

2

∣

∣

∣

∣

≤ ln n√
n

}

.

Note that
{

max
k=m,...,N

1√
2n

∣

∣

∣

∣

∣

k
∑

j=m

ξj

∣

∣

∣

∣

∣

> ε

}

⊂
{

max
k=m,...,n/2+

√
n lnn

1√
2n

∣

∣

∣

∣

∣

k
∑

j=m

ξj

∣

∣

∣

∣

∣

> ε

}

∪ Cc
n.

By Kolmogorov’s inequality,

P

(

max
t∈[ 1

2
, N

n
]

∣

∣

∣

∣

B̂n(t) − B̂n

(

1

2

)∣

∣

∣

∣

> ε

)

= P

(

max
k=m,...,N

1√
2n

∣

∣

∣

∣

∣

k
∑

j=m

ξj

∣

∣

∣

∣

∣

> ε

)

≤ P

(

max
k=m,...,n/2+

√
n lnn

1√
n

∣

∣

∣

∣

∣

k
∑

j=m

ξj

∣

∣

∣

∣

∣

> ε

)

+ P(Cc
n)

≤ 2
√

n ln n

2nε2
+ P(Cc

n)

=
lnn

ε2
√

n
+ P(Cc

n).

Next, P(Cc
n) → 0. Indeed, N ∼ Bin(n, 1/2) and so,

P(Cc
n) = P(|N − n/2| >

√
n log n) ≤ 2e−2n(log n)2/n = 2e−2(log n)2 .
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Thus,

max
t∈[ 1

2
, N

n
]

(

B̂n(t) − B̂n

(

1

2

))

P→ 0, (2.13)

implying that Vn − Xn
P→ 0.

Now

Xn − Vn ≤ max
t∈[N1

n
, 1
2
]

(

B̂1
n(t) − B̂1

n

(

N1

n

))

∨ max
t∈[N2

n
, 1
2
]

(

B̂2
n(t) − B̂2

n

(

N2

n

))

. (2.14)

To prove that

max
t∈[N

n
, 1
2
]

(

B̂n(t) − B̂n

(

N

n

))

P→ 0, (2.15)

we use similar arguments, since

P

(

max
t∈[N

n
, 1
2
]

∣

∣

∣

∣

B̂n(t) − B̂n

(

N

n

)∣

∣

∣

∣

> ε

)

= P

(

max
k=N,...,m

1√
2n

∣

∣

∣

∣

∣

k
∑

j=N

ξj

∣

∣

∣

∣

∣

> ε

)

≤ P



 max
k=n/2−√

n ln n,...,m

1√
2n

∣

∣

∣

∣

∣

∣

k
∑

j=n/2−√
n ln n

ξj

∣

∣

∣

∣

∣

∣

> ε





+ P(Cc
n)

−→ 0.

Hence, Xn − Vn
P→ 0, and so |Xn − Vn| P→ 0. Together, the convergence results (2.13) and

(2.15) imply that

P

(∣

∣

∣

∣

B̂n

(

1

2

)

− B̂n

(

N

n

)∣

∣

∣

∣

> ε

)

≤ P

(

max
t∈[ 1

2
, N

n
]

∣

∣

∣

∣

B̂n(t) − B̂n

(

1

2

)∣

∣

∣

∣

> ε

)

→ 0,

i.e. |Un − Vn| P→ 0.

Let us next prove that γi
n

P→ 0. Again, we skip i from the notation. By (2.6),

−B̂n

(

N

n

)

=
TN − 2N√

2n
=

TN − n√
2n

+
n − 2N√

2n
.

Hence,
n/2 − N√

2n
=

n − TN

2
√

2n
− 1

2
B̂n

(

N

n

)

,

and

γn =
n/2 − N√

2n
+

1

2
B̂n

(

N

n

)

=
n − TN

2
√

2n
.
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Now, TN is the location of the last zero in X1, . . . , Xn, and so P(n − TN = j) = 2−j+1, if
j = 0, . . . , n − 1 while P(n − TN = n) = 2−n. Hence, for any ε > 0,

P(|n − TN | > 2ε
√

2n) = P(n − TN > 2ε
√

2n) ≤
(

1

2

)2ε
√

2n

→ 0.

The convergence of γn
P→ 0 follows.

Hence, |Dn − Un| P→ 0, |Un − Vn| P→ 0 and |Xn − Vn| P→ 0 and so

|Dn − Xn| P→ 0. (2.16)

Let Y i, i = 1, 2 be C[0, 1]-valued random element so that

Y i
n(t) := −1

2
B̂i

n

(

1

2

)

+ B̂i
n(t), i = 1, 2.

Since B̂i
n ⇒ Bi, it holds that

Y i
n ⇒ Bi − 1

2
Bi

(

1

2

)

, i = 1, 2.

Let Yn := (Y 1
n , Y 2

n ). Then Yn is a C[0, 1] × C[0, 1]-valued random element. Since Y 1
n and

Y 2
n as well as B1 and B2 are independent,

Yn ⇒ (B1, B2).

Let, for every (y1, y2) ∈ C[0, 1]× C[0, 1], ‖(y1, y2)‖ := ‖y1‖ + ‖y2‖. This metric generates
the product σ-field on C[0, 1] × C[0, 1]. The mapping

f : C[0, 1] × C[0, 1] → C[0, 1], f(y1, y2) = y1 ∧ y2

is continuous. By the continuous mapping theorem,

Y 1
n ∧ Y 2

n ⇒
(

B1 − 1

2
B1

(

1

2

))

∧
(

B2 − 1

2
B2

(

1

2

))

.

Again, by the continuous mapping theorem,

Xn = max
t∈[0, 1

2
]

(

Y 1
n (t) ∧ Y 2

n (t)
)

⇒ max
t∈[0, 1

2
]

[(

B1(t) − 1

2
B1

(

1

2

))

∧
(

B2(t) − 1

2
B2

(

1

2

))]

.

By (2.16), Dn converges in distribution to the same limit.

It would be interesting to find a more explicit representation for the law of the limiting
distribution obtained in the above theorem, in other words for the law of

max
t∈[0,1]

1√
2

[

B1(t) − 1

2
B1(1) −

∣

∣

∣

∣

B2(t) − 1

2
B2(1)

∣

∣

∣

∣

]

.
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